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ABSTRACT

In this study we determ ined whether adjustments fo r d ifferential prediction observed among sexr 
racia l/e thnic, o r age subgroups in one freshman class at a college could be used to improve 
prediction accuracy fo r these subgroups in future freshman classes. The study is based on the ACT 
test scores, high school grades, and college freshman grade averages of students from  national 
samples of colleges.

For o lder students, dum m y variable and separate subgroup prediction equations were found, on 
cross-validation, to be more accurate than the total group equations. For sex subgroups, dum m y 
variable and separate subgroup equations were only moderately effective in improving prediction 
accuracy. For racia l/e thnic subgroups, dum m y variable and separate subgroup equations were more 
often than not less accurate, on cross-validation, than total group equations. Am ong all three kinds of 
dem ographic subgroupings, shifts over tim e in colleges' mean grades were found to be a m uch more 
im portant source of prediction bias than differential prediction, Moreover, prediction bias itself, from  
whatever source, was typ ically m uch smaller than error variance.
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USING DEMOGRAPHIC INFORMATION IN PREDICTING  
COLLEGE FRESHMAN GRADES

Richard Sawyer

At some colleges, the relationship between college 
freshman grades, standardized test scores, and high 
school grades may d iffer among various dem ographic 
subgroups of students. When this happens, a predic­
tion equation developed from the total g roup of stu­
dents may result in systematic over- o r underpredic­
tion fo r d ifferent subgroups. In recent years a con­
sensus has been developing among educational re­
searchers that total group prediction equations tend to 
overpredict the freshman grades of racia l/e thnic mi­
norities, to underpredict the grades of women, and to 
underpredict the grades of,nontraditional-aged fresh­
men {Linn, 1978; Breland, 1979; Levitz, 1982).

It is reasonable, on discovering differential prediction, 
to inquire w hether using subgroup mem bership to 
adjust predictions increases prediction accuracy. It 
w ould seem that systematic over- or underprediction 
by a tota l g roup equation would necessarily im ply this 
to be so. Few studies, however, have shown evidence 
that a pattern of d ifferential prediction observed in one 
freshman class persists in subsequent classes, and 
whether, therefore, it is possible to reduce prediction 
bias by making such adjustments. Determ ining the 
answer to this question requires cross-validating pre­
d ic tion  equations over time, which is a prim ary theme 
of this paper.

In the cross-validation paradigm, prediction equations 
developed from  the data of one freshman class are 
applied to the test scores and high school grades of a 
future freshman class, and the predicted and actual 
grades of the fu tu re  students are compared. This 
procedure models the actual use of prediction equa­
tions by colleges, and it avoids the tendency of esti­
mates of prediction accuracy derived from  a single 
year’s data to  be overoptim istic. We shall show that 
prediction equations incorporating sex, racial/ethnic, 
or age in form ation often are less accurate, on cross- 
validation, than the total group prediction equations 
based solely on test scores and high school grades.

As in any use of test scores, the ethical consequences 
of using dem ographic inform ation to improve the pre­
d iction of college freshman grades should be studied 
(Cole, 1981). For example, many people would object 
to using variables like race or sex as predictors if the 
predictions were part o f a h ighly selective admissions 
procedure. In a situation like this, candidates would be

competing among each other, but some candidates 
would be put at a disadvantage solely on the basis of 
background factors that some social norms require not 
be considered. When freshman grade predictions are 
used fo r noncom petitive purposes such as general 
counseling, sectioning, or placement, this problem 
would seem to be mitigated. Of the colleges that use 
ACT Assessment data, a large m ajority do, in fact, use 
them fo r such noncompetitive purposes (Levitz, 1980).

It should be emphasized that the subject of this report 
is prediction bias (systematic under- or overprediction 
of a criterion variable). Prediction bias is conceptually 
different from  selection bias caused by systematically 
under- or overstating a group ’s true qualifications for 
purposes of selection. Linn (1984) discussed this con­
cept of selection bias; he showed that when there are 
differences in the average true qualifications of two 
groups, and when there is measurement error in the 
predictor variable, then there will be differences in the 
groups’ regressions of criterion variable on predictor 
variable, even in the absence o f selection bias. As a 
result, moderately under- or overpredicting the crite­
rion variable fo r a subgroup does not necessarily 
indicate selection bias as formulated by Linn. Predic­
tion bias itself, though, is a serious practical concern for 
students as well as for institutions. In sectioning and 
placement, fo r example, systematically overpredicting 
the grades of a particular subgroup could imply that an 
institution's sectioning and placement procedure is 
ineffective for that subgroup.

Gamache and Novick (in press) investigated an alterna­
tive to using demographic information explicitly in 
prediction. In situations where there are m ultiple pre­
dictors, some subset of the predictors m ight retain 
most of the predictive valid ity of the full set, yet d iffer 
less among the subgroups in their relationships with 
the criterion. In this case, using the subset of predictors 
would reduce systematic under- and overprediction 
while avoiding the ethical or political difficulties of 
explic itly  using dem ographic information. It is not yet 
known how frequently this approach is feasible among 
colleges generally.

The m ajor purpose of this study was to determ ine 
whether using demographic information in prediction

The author thanks David Jarjoura, Michael Kane. Jim Maxey, and 
Robert Brennan for comments on an earlier draft.
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results in improved prediction accuracy, and if so, 
whether the improvements had practical significance. 
The dem ographic variables investigated (sex, race, and 
age) were chosen because of perceived general inter­
est in them.

A second purpose of the study was to evaluate alter­
native statistical methods for using demographic infor­
mation in grade predictions. The most common method 
fo r using dem ographic information is to develop sepa­
rate prediction equations fo r each dem ographic sub­
group; ACT's Basic and Standard Research Services

(The American College Testing Program, 1983a) pro­
vide colleges w ith the capability of doing this. Another 
method, using dem ographic dum m y variables, was 
also evaluated.

A third purpose of this study was to describe the 
statistical characteristics of colleges at which using sex, 
racial/ethnic, or age information results in more accu­
rate grade predictions on cross-validation. Statistical 
criteria fo r predicting the gain in prediction accuracy 
were evaluated.

Prediction Errors

The relationship between college grades and predictor 
variables may d iffer among subgroups of a population. 
Therefore, prediction equations which make allowances 
for these differences could potentially be more accurate 
than an overall total g roup prediction equation. There 
are statistical problems, however, which may prevent 
th is from  occurring in practice.

It is convenient, in discussing sources of prediction 
error, to  use mean squared error as a measure of 
prediction accuracy. Mean squared error, in this dis­
cussion, is the expected squared difference between 
the grade predicted for a student and the grade actually 
earned by the student; the expectation is taken w ith 
respect to repeated sampling from  the hypothetical 
population or populations of students from  which 
consecutive freshman classes at a college are drawn. 
Mean squared error is a convenient measure of predic­
tion accuracy because it is the sum of prediction error 
variance and squared prediction bias. This fact fo llows 
from  the standard identity E[e3] = E[(e-/ue)2] + /ue2, 
where e is the prediction error fo r a student, E denotes 
expected value, and /ue = E[e]. The quantity jue corre­

sponds to prediction bias, and the quantity E[(e-Me)2] 
corresponds to error variance.

Prediction bias is that part of mean squared error due 
to  systematic under- o r overprediction. One type of 
bias occurs when there are differences in slope or 
intercept among population subgroups. In this situa­
tion, total group regression equations are biased, while 
separate subgroup regression equations may be un­
biased. Another type of bias, not often acknowledged, 
occurs when there are systematic differences between 
the population of students from  whose data the pre­
d iction equations are developed and the population of 
students fo r whom  the predictions are made. In this 
case, both total group and separate subgroup equa­
tions may be biased. We shall show that in predicting 
college freshman grade average, this latter bias is 
usually larger than that due to d ifferential prediction 
among subgroups.

Prediction error variance is the portion of mean squared 
error due to  random errors, i.e., not due to  systematic 
under-o r overprediction. Error variance can be though t 
of as reflecting two sources of random error. One 
source is the inherent lim ita tion  of the predictors in 
predicting the criterion; it is often expressed by the 
"res idua l variance” associated w ith  the regression 
equation. The other source of random  error is sam­
pling error due to  estimating regression coefficients. 
Sawyer (1982) studied the error variance associated 
w ith prediction equations developed from  and applied 
to a m ultivariate normal population. He found that the 
proportionate  increase in error variance due to esti­
mating the regression coefficients can be approximated 
by a sim ple function  of the base sample size, the 
num ber of predictors, and the population residual 
variance.

The relative im portance of bias and error variance 
depends on the use being made of a prediction 
equation. If a prediction equation is used to select 
applicants to a program  w ith a restrictive admissions 
policy, then prediction bias may be more im portant 
than error variance. When a prediction equation is 
used fo r general counseling or fo r course sectioning 
and placement, then both com ponents could be of 
rough ly equal importance; in such a situation it would 
be appropriate to  use mean squared error o r some 
sim ilar overall measure of prediction accuracy.

In practice, prediction accuracy as measured by mean 
squared error is a trade-off between bias and error 
variance. A total group equation may have larger bias 
than separate subgroup equations, but, because it is 
based on a larger sample, may have smaller error 
variance. The net result may be that a total group 
prediction equation would have smaller mean squared 
error than separate subgroup equations. Furthermore, 
some prediction methods may be more sensitive than 
others to biases caused by differences between the 
population of students from  whose data the prediction 
equations are developed and the population o f stu­
dents fo r whom the predictions are made.
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Dummy Variables

There are o the r m ethods fo r using dem ograph ic  
in form ation in predictions besides developing sepa­
rate subgroup equations. A simple but often effective 
alternative is to  use subgroup membership dum m y 
variables as additional predictors. Zedeck (1971) pro­
posed that th is should, in fact, be checked before 
developing separate subgroup equations. With regard 
to  bias and e rror variance, using dum m y variables is a 
com prom ise between using total group and separate 
subgroup equations. Because using dum m y variables 
adjusts the intercept of the fitted regression surface, it 
potentia lly  results in smaller bias than using a total 
g roup equation; because it requires estimating more 
parameters, however, it results in a larger error var­
iance. On the o ther hand, a prediction equation w ith 
S-1 dum m y variables has effectively far fewer predictor 
variab les than S separate subg roup  equations; a 
dum m y variable prediction equation, therefore, w ill 
tend to result in smaller e rror variance than separate 
subgroup equations.

Data lor

The Am erican College Testing Program (ACT) offers 
to colleges research services fo r measuring the local 
p red ic tive  va lid ity  o f the AC T  Assessm ent (ACT, 
1983a). These predictive research services summarize 
the relationships between the ACT scores, high school 
grades, and college freshman grades of students at a 
postsecondary institution. These services can also be 
used to generate weights fo r predicting the freshman 
grades of future applicants.

The study is based on three data sets constructed from 
freshman grade inform ation subm itted by colleges to 
the ACT predictive research services:

•  Data Set A consists of student records from  200 
colleges. These data were used to evaluate the 
usefulness of sex (gender) information in prediction.

•  Data Set B consists o f student records from 256 
colleges. These data were used to evaluate the 
usefulness of racial/ethnic information in prediction.

•  Data Set C consists of student records from  216 
colleges. These data were used to evaluate the 
usefulness o f age inform ation in prediction.

These three data sets were constructed for earlier 
predictive va lid ity studies at ACT. The colleges repre­
sented in them are stratified random samples o f co l­
leges that participated in AC T ’S predictive research 
services in two or more years. A lthough the data sets 
were constructed separately, they are not mutually 
exclusive. For a detailed description o f the sampling 
methods used to construct the data sets, see Sawyer

In princip le, one could also include interactions of the 
dum m y variables with the other predictors in the 
prediction equation, thereby approxim ating even more 
closely the separate subgroup equations. In practice, 
this would be d ifficu lt to do effectively unless one had 
cross-validation evidence suggesting which interac­
tions to  use.

One should, of course, keep in m ind that using dum m y 
variables in prediction does not imply any direct causal 
relationship between subgroup membership and the 
criterion variable. The dum my variables can be thought 
of as proxies fo r the many com plex background, 
social, and educational characteristics that are related 
to  perform ance in college, but that are not measured 
by high school grades or test scores. Viewed this way, 
using dum m y variables is merely a statistical tool for 
reducing prediction bias.

This Study

and Maxey (1979a), Maxey and Sawyer (1981), and 
Levitz (1982), respectively. The three data sets are 
summarized in Table 1.

The data fo r each college consist o f "base year” data 
used to develop prediction equations, and “ cross- 
validation year” data, against which the prediction 
equations were cross-validated. To increase the num ­
ber of colleges w ith data fo r m inority and nontra- 
ditional age freshmen, the base year data fo r colleges 
in Data Sets B and C were allowed to be from  any one 
of the three freshman class years 1973-74, 1974-75, or 
1975-76. From colleges which subm itted freshman 
grade data for more than one of these three years, only 
the latest year’s data were used.

The tw o to fou r year lag between the base year data 
and the cross-validation year data, as shown in Table
1 , was chosen to reflect the typical frequency of 
participation of colleges in the ACT predictive research 
services. Sawyer and Maxey (1979b) found that at 
most colleges the accuracy of predictions of freshman 
grade average is very stable over a tw o- to four-year 
age in the prediction equations.

The subgroup inform ation on sex, race, and age was 
reported by students when they registered to take the 
AC T Assessment. The three racial/ethnic categories 
used in Data Set B are “A fro-Am erican/B lack," “Cau- 
cas ian -A m erican /W h ite ,” and “ M exican -A m erican / 
Chicano,” as they are the most frequently reported. 
For brevity, they w ill be referred to as “ black,” “white,” 
and “Chicano,” respectively.
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Summary of Data Sets for Cross-Validation Study

TABLE 1

Data set Base year(s)
Cross-validation 
_____ year_____

Size of total sample
Size of sample used 
to calculate statistics

Subgroups Colleges Students Colleges Students

A. Sex 1974-75 1976-77 Female
Male
Total group

192
178
200

51,437
43,765

105,502

172
170

50,370
43,138

B. Race 1973-74, 1977-78 M inority 1 1 2 12,007 89 9,351
1974-75, & White 228 81,645 99 58,805
1975-76 Total group 256 134,601 — —

C. Age 1973-74, 1977-78 Age 17-19 207 78,598 83 46,589
1974-75, & Older 84 7,521 70 6,735
1975-76 Total group 216 96,522 — —

Note. The sample sizes refer to the number of colleges and number of student records associated with the cross-validation year 
data for each data set.

Age, in Data Set C, is defined as age at tim e of 
matriculation. Age was calculated by subtracting the 
student-reported year of birth from  the year of m atricu­
lation. M onths were not used to calculate age. The 
three age subgroups in this study are those used by 
Levitz (1982): Age 17-19, Age 20-25, and Age 26 or 
older.

The num ber of colleges and the total number of 
student records, by subgroup, are shown in the fifth 
and sixth colum ns of Table 1. Because not every 
student reported dem ographic information, the sub­
group sample sizes in Table 1 do not sum to the total 
g roup sample sizes. Moreover, fo r reasons to  be 
explained below, the cross-validation statistics were 
not calculated at every college; the sample sizes fo r the 
cross-validation statistics are shown in the last two 
colum ns of Table 1.

The predictor variables used in this study are the ACT 
Assessment subtest scores (in English, mathematics, 
social studies, and natural sciences), and the four self- 
reported high school grades in the subject areas of the 
ACT subtests. Alternative predictor variables studied 
were the AC T Com posite Score (the average of the 
fou r subtest scores) and HSA (the average of the four 
self-reported high school grades). For information 
about the ACT Assessment and self-reported high 
school grades, see the ACT Technical Report (1973).

The criterion variable used in this study is college 
freshman grade average reported on a 0.0-4.0 scale. 
Most of the grade averages are from the first semester 
of the freshman year. Colleges participating in AC T’s 
research services do have the option of pooling grades

from previous years, or reporting grade averages based 
on the entire freshman year. ACT does not maintain 
records of ind iv idua l co lleges’ choices of criteria. 
However, it is estimated that over 60% of the colleges 
in the data bases for this study reported first semester 
grade average and most of the rest reported first year 
cumulative grade average.

It should be noted that, as is usual in predictive validity 
studies, the criterion measure fo r this study reflects 
any treatm ent or selection made on the basis of the 
p red icto r variables. Thus, at colleges which use test 
scores and high school grades fo r section ing, the 
students’ grade averages reflect these interventions; at 
colleges which use test scores and high school grades 
fo r selecting applicants, the enrolled freshmen may 
not be representative of the larger applicant pool.

One should also keep in m ind that because the data in 
th is study were collected from  colleges partic ipating in 
the AC T predictive research services, they are in some 
respects not representative of students nationally:

•  Colleges using the ACT Assessment are located 
m ain ly  in the Rocky M ounta ins, G reat Plains, 
Southwest, M idwest, and Southeast w ith com par­
atively fewer in the Northeast and West Coast.

•  Privately contro lled institutions are relatively under­
represented among colleges that use the AC T As­
sessment, and pub lic ly  controlled institutions are 
overrepresented.

•  Participation in ACT's research services is volun­
tary, so that the data base is self-selected even 
among colleges that use the ACT Assessment.
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The results of the study therefore cannot be claimed to if data from  all colleges in the United States could
represent precisely the results that would be obtained somehow be collected.

Method

At each college, m ultip le  linear regression prediction 
equations were calculated from  the freshman grade 
averages, ACT test scores, self-reported high school 
grades, and dem ographic characteristics o f the stu­
dents in its base year sample. The ACT test score and 
high school grade inform ation was used in two alter­
native combinations:

(a) four ACT test scores and four high school grades 
(8 V), and

(b) ACT Composite score and HSA (2V).

ACT routinely uses in its prediction services a slight 
modification of the 8 V multiple linear regression. The 2V 
predictions in this study were calculated to determine 
whether decreasing the number of predictor variables 
would improve prediction accuracy by decreasing error 
variance.

ACT routinely calculates for each college a total group 
equation (TG), i.e., one that does not use student 
dem ographic information. In this study, demographic 
information was used in the form of:

(a) demographic dummy variables (DV), and

(b) separate subgroup equations (SG).

Therefore, five different kinds of prediction equations 
were calculated at each college: the standard (8 V-TG), 
and four alternatives using demographic information 
(8 V-DV, 8 V-SG, 2V-DV, 2V-SG).

Data Set B was constructed to maxim ize the number 
of m inority  students. Nevertheless, only 21 colleges 
had enough Chicanos to  perm it reporting DV or SG 
predictions fo r that group, and only 4 colleges had 
enough blacks and Chicanos to  perm it reporting DV 
or SG prediction equations fo r all three racial/ethnic 
groups simultaneously. Some compromise in the scope 
of this study was therefore required.

Accord ing to  AC T ’s enrolled freshmen norms (The 
Am erican College Testing Program, 1983b), the mean 
ACT C om posite  score and HSA of blacks are 12.7 and 
2 .6 6 , respectively; o f Chicanos, 14.7 and 2.83, respec­
tively; and of whites, 19.9 and 3.05, respectively. There­
fore, the AC T scores and self-reported high school 
grades of Chicanos are more sim ilar to  those of blacks 
than they are to those o f whites. Moreover, the same is 
true of the valid ity of ACT test scores and self-reported 
high school grades in predicting college freshman 
grade average; Maxey and Sawyer (1981), fo r example,

reported cross-validated mean absolute errors of .59, 
.59, and .53 grade units fo r blacks, Chicanos, and 
whites, respectively, using total group prediction equa­
tions. One would prefer to study prediction equations 
fo r blacks and Chicanos separately. Given the lim ita­
tions imposed by sample size, though, the preceding 
considerations make com bin ing the two groups into a 
single “ m inority ” subgroup fo r developing DV and SG 
prediction equations a sensible compromise.

A racia l/e thnic dum m y variable was therefore created 
to  differentiate black and Chicano students from white 
students. Data from  students who did not report a 
racia l/e thnic category o r who reported a category 
other than black, white, or Chicano were not used to 
develop DV and SG equations.

Sample size considerations also made it necessary to 
fo llow  a sim ilar procedure in developing the age DV 
and SG predictions from  Data Set C. Those students 
age 2 0  or o lder w ill be referred to as “o lder” students.

DV and SG prediction equations calculated from very 
small numbers of students could be subject to large 
sampling errors. To avoid c lu ttering the results w ith 
statistics that prim arily reflect such sampling errors, a 
m in im um  sample size o f 25 students from  each appro­
priate subgroup (m ale/fem ale; m inority /w h ite ; age 
17/older) was required to calculate DV or SG pre­
d iction equations. S im ilarly, cross-validation statistics 
calculated from  very small numbers of students could 
be subject to  large sampling errors. Therefore, a 
m inim um  sample size of 25 student records from a 
subgroup was required to  calculate cross-validation 
statistics. Thus, cross-validation statistics were calcu­
lated on subsets of the colleges in the three data sets, 
as shown in the last two colum ns of Table 1.

From the cross-validation year data in each data set, 
the fo llow ing  measures of prediction accuracy were 
calculated for each college, prediction method, and sub­
group:

•  MSE, the observed mean squared error, i.e., the 
average squared difference between predicted and 
earned grade average. Smaller values of MSE cor­
respond to more accurate prediction than do larger 
values of MSE.

•  BIAS, the average observed difference between 
predicted and earned grade average. Positive values 
of BIAS correspond to  overprediction, and negative 
values correspond to underprediction.
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Because its algebraic properties make MSE conve­
nient to  use in discussing sources o f prediction error, 
we have chosen to report it here. In practical applica­
tions, however, mean absolute error is a more intu i­
tively appealing measure of prediction accuracy be­
cause it is expressed in the same unit of measurement 
as the criterion. Mean absolute error results fo r the 
dem ographic subgroups in this study are given in the 
references cited in the discussion of the three data 
bases A, B, and C. However, root mean squared error, 
the square root of MSE, does have the same unit as the 
criterion; when sampling from a multivariate normal

This section focuses on overall trends in the cross- 
validation statistics. A discussion of the relationships 
between the cross-validation statistics and other insti­
tutional characteristics is contained in later sections. 
The d is tribu tio ns  o f the cross-va lida tion  sta tistics 
across colleges are summarized below. All frequency 
d istribu tions have been weighted to reflect the sam­
pling designs used to create Data Sets A, B, and C; the 
weighted results refer to the population of colleges 
that participate in the ACT predictive research services.

Sex

The d istribution of cross-validated BIAS across co l­
leges in Data Set A (Sex) is summarized in Tables 2 
and 3. The d istribution of cross-validated MSE is 
summarized in Tables 4 and 5. The sym bols Q, and Q 3 

in these tables denote the first and th ird quartiles.

Bias. Accord ing to Table 2 the 8 V-TG predictions for 
females were typ ically somewhat negatively biased 
(median BIAS = -.05 grade units), and the 8 V-TG

popu la tion , mean abso lu te  e rro r is approx im ate ly  
y/2 (ir times root mean squared error.

The cross-validation statistics fo r the TG predictions 
fo r each subgroup were calculated only from  those 
data used to calculate cross-validation statistics fo r the 
DV and SG predictions. For example, the TG cross- 
validation statistics fo r students age 17-19 were com ­
puted from  46,589 records from  83 colleges, rather 
than from  78,598 records at 207 colleges. This was 
done to perm it making a d irect com parison of the 
accuracies of the TG, DV, and SG prediction methods.

predictions fo r males were typ ica lly  som ewhat posi­
tively biased (median BIAS = .05 grade units). For both 
sexes, though, there was a large range of BIAS values 
among colleges {from  about -.4 to  .4).

None of the alternative prediction methods considered 
in th is study tended to reduce sim ultaneously the 
magnitudes of both positive and negative prediction 
biases. For example, the m inim um , median, and max­
imum BIAS values fo r females were -.44, -.05, and .55, 
respectively, fo r the 8 V-TG predictions; fo r the 8 V-DV 
predictions, they were -.34, .00, and .6 6 , respectively. 
The alternative prediction methods therefore tended to 
reduce the negative biases but enlarge the positive 
biases. A corresponding effect, opposite in sign, oc­
curred in the predictions for males.

The difference AB IAS 2(alternative) = BIAS2(8 V-TG) -  
BIAS 2(alternative) is an ind icato r o f the degree to 
w h ich  an a lte rna tive  p re d ic tio n  m ethod  reduced 
squared BIAS. Positive values of A BIAS 2 indicate that 
the alternative prediction method was successful in

TABLE 2

Distribution of Cross-Validated BIAS Across Colleges, 
by Sex Subgroup and Prediction Method

Sex
subgroup Quantile

Prediction method

8 V-TG 8 V-DV 8 V-SG 2V-DV 2V-SG

Female Min. -.44 -.34 -.36 -.31 -.30
Qi -.13 -.08 -.08 -.06 -.06
Med. -.05 . 0 0 .0 1 . 0 2 . 0 2

q 3 .04 .08 .09 . 1 0 .1 1

Max. .55 . 6 6 . 6 6 . 6 6 .65

Male Min. -.43 -.50 -.52 -.50 -.51
Q, -.03 -.09 - . 1 1 - . 1 0 - . 1 0

Med. .05 - . 0 1 - . 0 2 - . 0 1 - . 0 1

q 3 .14 .08 .08 .07 .07
Max. .38 .34 .29 .33 .32
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reducing squared prediction bias; negative values of 
this d ifference ind icate that the alternative was not 
successful in reducing squared bias.

Table 3 shows the d istributions of A BIAS 2 fo r the 
alternative prediction methods. The category lim its of 
.01 and .04 in this table were chosen because they 
correspond to changes of about 15% and 30%, respec­
tively, in root mean squared error, given the median 
MSE(8 V-TG) of .46. Table 3 shows that the alternative 
prediction methods were able to  reduce squared BIAS 
in only a small m ajority of colleges. The most suc­
cessful alternative was 8 V-DV, which reduced squared 
bias in only 56% and 54% of the colleges fo r females 
and males, respectively. Thus, the alternatives to  8 V- 
TG prediction were only marginally successful at what 
they were intended to do.

MSE. The ratio BIAS2/M SE is an ind icator o f the 
relative im portance of prediction bias as a com ponent 
of MSE. Values of this ratio near 1 would suggest that 
MSE is due mostly to prediction bias, while values near
0 would suggest that MSE is due mostly to error 
variance. In the d is tribu tion  of B IAS2/M SE fo r the 
8 V-TG equations fo r either sex (table not shown), the 
first quartile is about .005, the median .02, and the th ird 
quartile  .06. Stated another way, prediction bias repre­
sented about 7% to 24% of root mean squared error 
among the m iddle half of colleges. Thus while pre­
d iction bias was large fo r a few colleges, error variance 
usually accounted fo r a larger proportion of mean 
squared error.

Table 4 shows the expected result that the MSE 
typ ically observed fo r females was somewhat smaller 
than that typ ica lly  observed fo r males. The median 
MSE fo r the 8 V-TG  p re d ic tio n s  fo r fem ales, fo r 
example, was .43, as compared to .50 fo r the 8 V-TG 
predictions fo r males. Table 4 also shows that the 
MSEs associated w ith the 2V predictions were very 
s im ilar to those associated w ith the more com plex 8 V 
predictions.

The median MSE fo r females was virtually the same for 
both the 8 V-TG and the 8 V-DV predictions. The median 
MSE fo r males was also the same (.50) fo r both kinds 
of predictions. The separate subgroup equations typ­
ica lly  resu lted  in s lig h tly  la rge r MSEs fo r males 
(median = .54) than did the 8 V-TG predictions.

The superiority of dum m y variable over separate sub­
group predictions in reducing MSE is apparent in the 
p ro p o rt io n s  o f c o lle g e s  w ith  g iven  d iffe re n c e s  
M SE(8 V-TG ) -  M S E (8 V-DV) and M S E (8 V -TG ) -  
MSE(8 V-SG), as shown in Table 5. In about 54% of the 
colleges the 8 V-DV predictions for females were more 
accurate than the 8 V-TG predictions; but on ly in about 
39% of the colleges were the 8 V-SG predictions more 
accurate. The 8 V-DV predictions for males were more 
accurate than the 8 V-TG predictions in 57% of the 
colleges; but the 8 V-SG predictions fo r males were 
more accurate in only about 30% of the colleges.

TABLE 3

Distribution of Differences in Cross-Validated Squared 
BIAS Across Colleges, by Sex Subgroup

Sex
subgroup

Range in 
difference

BIAS2(8V-TG) 
-  BIAS2(8V-DV)

BIAS2(8V-TG) 
-  BIAS2(8V-SG)

BIAS2(8V-TG) 
-  BIAS2(2V-DV)

BIAS2(8V-TG) 
-  BIAS2(2V-SG)

Female less than -.04 .03 .05 .04 .05
-.04 to -.01 .15 .14 .14 .17
- . 0 1  to . 0 0 .27 .27 .27 .25

. 0 0  to .0 1 .29 .31 .27 .27

.01 to .04 .23 .18 .2 1 .2 1

.04 or more .04 .06 .06 .06

Male less than -.04 .07 . 1 0 .05 .08

i o 4*. 0 1 o .17 .17 .2 1 . 2 0

- . 0 1  to . 0 0 . 2 2 . 2 2 . 2 0 . 2 0

. 0 0  to .0 1 .30 .26 .32 .28

.01 to .04 .19 . 2 0 .17 .18

.04 or more .05 .04 .05 '.06
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TABLE 4

Distribution of Cross-Validated MSE Across Colleges, 
by Sex Subgroup and Prediction Method

Sex
subgroup Ouantile

Prediction method

8 V-TG 8 V-DV 8 V-SG 2V-DV 2V-SG

Female Min. .17 .17 .17 .18 .15
Qi .31 .31 .32 .30 .30
Med. .43 .42 .43 .41 .41
o 3 .54 .53 .54 .53 .53
Max. 1 . 2 2 1.36 1.36 1.34 1.39

Male Min. . 2 2 .2 2 . 2 2 .19 .2 1

Qi .38 .38 .40 .38 .38
Med. .50 .50 .54 .49 .50
Q 3 .62 .63 .67 .61 .62
Max. 1.07 1.13 1.48 1.12 1.25

Table 5 also shows that the 2V-DV and 2V-SG predic­
tions more frequently  reduced MSE than the ir 8V 
counterparts did. In about 59% of the colleges the 
2V-DV predictions fo r females were more accurate 
than the 8V-TG predictions; in about 56% of the 
colleges the 2V-SG predictions fo r females were more 
accurate than the 8V-TG predictions. The magnitudes 
of the reductions in MSE, though, typ ica lly  are not 
large.

In the d is tribution of the differences between 8V-TG 
error variance and 8V-DV, 8V-SG, 2V-DV, and 2V-SG 
error variance (table not shown), the median d iffer­
ences fo r females were approxim ately -.00, -.01, .00,

and .00, respectively. The medians of these differences 
fo r males across colleges were .00, -.01, .01, and .00, 
respectively. W hile the differences among these medi­
ans are small, they do suggest that the 2V-DV predic­
tions tended to reduce error variance and that the 
8V-SG predictions tended to increase error variance.

In summary, none of the four alternatives to the8V-TG  
predictions reduced prediction bias at a large majority 
of colleges. The simplest alternative method (2V-DV) 
was the most successful in reducing MSE, but the 
magnitude of the reduction was typ ica lly modest. The 
most com plex alternative (8V-SG) actually tended to 
increase MSE because it increased the error variance.

TABLE 5

Distribution of Differences in Cross-Validated MSE 
Across Colleges, by Sex Subgroup

Sex
subgroup

Range in 
difference

MSE(8V-TG) 
-  MSE(8V-DV)

MSE(8V-TG) 
-  MSE(8V-SG)

MSE(8V-TG) 
-  MSE(2V-DV)

MSE(8V-TG) 
-  MSE(2V-SG)

Female less than -.04 .07 .18 .05 .09
-.04 to -.01 .16 .25 .18 .17
-.01 to .00 .23 .17 .18 .18

.00 to .01 .27 .17 .18 .18

.01 to .04 .22 .15 .24 .25

.04 or more .05 .07 .17 .13

Male less than -.04 .07 .32 .05 .10
-.04 to -.01 .15 .24 .16 .23
-.01 to  .00 .20 .14 .19 .16

.00 to .01 .26 .14 .14 .11

.01 to .04 .25 .12 .28 .25

.04 o r more .06 .04 .17 .16
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Race

The d istribu tion of cross-validated BIAS across co l­
leges in Data Set B (Race) is summarized in Tables 6  

and 7. The d istribu tion of cross-validated MSE is 
summarized in Tables 8  and 9.

BIAS. Accord ing to  Table 6 , the grade averages of 
m inority students were typ ica lly  somewhat overpre­
dicted by the 8 V-TG equations (median BIAS = .09 
grade units). The median BIAS of the 8 V-TG predic­
tions fo r whites was nearly 0. As is true of the sex

subgroups, though, there was a large range of BIAS 
values among colleges.

The alternative prediction methods considered in this 
study did not reduce the under- and overprediction for 
white students. This result is not surprising, as whites 
constitu te a large m ajority at most colleges. The 
m inim um  and m axim um  BIAS observed fo r 8 V-TG 
predictions were -.35 and .43, respectively. The corre­
sponding maximum and m inim um  for the 8 V-DV pre­
d ictions were -.39 and .45; fo r the 2V-DV predictions, 
they were -.38 and .42.

TABLE 6

Distribution of Cross-Validated BIAS Across Colleges, 
by Racial/Ethnic Subgroup and Prediction Method

Racial/ethnic
subgroup Quantile

Prediction method

8 V-TG 8 V-DV 8 V-SG 2V-DV 2V-SG
M inority Min. -.40 -.59 -.61 -.62 -.58

Qi -.04 -.13 -.11 - . 1 0 -.09
Med. .09 .0 1 .0 1 .0 1 .0 1

0 3 . 2 2 .13 .14 . 1 2 .13
Max. .54 . 6 6 .80 .70 .76

White Min. -.35 -.39 -.39 -.38 -.39
Qi -.09 -.07 -.06 -.06 -.05
Med. - . 0 0 . 0 2 . 0 2 . 0 2 .0 1

o 3 .08 . 1 0 .09 .1 1 .1 1

Max. .43 .45 .46 .42 .42

TABLE 7

Distribution of Differences in Cross-Validated Squared 
BIAS Across Colleges, by Racial/Ethnic Subgroup

Racial/ethnic
subgroup

Range in 
difference

BIAS2(8V-TG) 
-  BIAS2(8V-DV)

BIAS2(8V-TG) 
-  BIAS2(8V-SG)

BIAS2(8V-TG) 
-  BIAS2(2V-DV)

BIAS2(8V-TG) 
-  BIAS2(2V-SG)

M inority less than -.04 .16 .18 .15 .15
-.04 to -.01 . 2 0 .18 .14 .16
- . 0 1  to . 0 0 .16 .14 . 2 0 .13

. 0 0  to .0 1 .13 .16 .15 . 2 0

.01 to .04 . 2 0 .16 .18 .18

.04 or more .15 .16 .17 .17

White less than -.04 . 0 2 .0 1 .03 . 0 2

-.04 to -.01 .07 .1 1 .07 .09
- . 0 1  to  . 0 0 .47 .43 .40 .42

. 0 0  to .0 1 .34 .34 .40 .36

.01 to .04 .08 .08 .08 .08

.04 or more . 0 2 .03 . 0 2 .03
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The alternative prediction methods did reduce the 
median BIAS fo r m inority students (from  .09 to  .01 
grade units), but they exaggerated the extremes. The 
m inim um  and maxim um  BIAS fo r the 8 V-TG predic­
tions fo r m inority students were -.40 and .54, respec­
tively. For the 8 V-DV predictions the m in im um  and 
maximum were -.59 and .6 6 ; fo r the 8 V-SG predictions 
they were -.61 and .80. A s im ilar exaggeration o f the 
extremes occurred with the 2 V predictions.

The d istribu tions of the differences in squared BIAS 
between the 8 V-TG predictions and the alternatives 
indicate that the 8 V-DV and 8 V-SG predictions actual­
ly increased squared BIAS in a small m ajority of 
colleges fo r both m inority and white students. The 
2V-DV and 2V-SG predictions reduced squared BIAS 
fo r m inority  students in 50% and 55% of the colleges, 
respectively. One must conclude, therefore, that none 
of the alternatives to  the standard 8 V-TG predictions 
was particularly successful in reducing prediction bias.

MSE. In the d istribu tion of BIAS2/M SE fo r the 8 V-TG 
predictions fo r m inority students {table not shown), 
the first quartile  was about .01, the median .04, and the 
th ird  quartile  .12. The corresponding quartiles for 
white students were .00, .02, and .04, respectively. 
Thus, as in Data Set A, prediction bias contributed less 
to mean squared error than did error variance.

Table 8  shows that the MSE fo r the 8 V-TG predictions 
for m inority students was typ ica lly  somewhat larger 
(median = .53) than that fo r white students (median =

.50). Table 8  also suggests that in most colleges the 
alternative prediction methods did little  to  reduce the 
MSEs fo r e ither m inority or white students, and, in fact, 
usually increased MSE. This effect is apparent in Table 
9, w hich summarizes the d is tribu tions of the d iffe r­
ences between MSE(8 V-TG) and MSE fo r the alterna­
tive prediction methods. The 8 V-DV, 8 V-SG, 2V-DV, 
and 2V-SG predictions reduced MSE fo r m inority 
students in only about 45%, 28%, 45%, and 47% of the 
colleges, respectively. A sim ilar result occurred with 
white students: In on ly about 42%, 42%, 40%, and 44% 
o f the colleges was MSE reduced by the alternative 
prediction methods.

In the d is tribution of the differences between 8 V-TG 
error variance and 8 V-DV, 8 V-SG, 2V-DV, and 2V-SG 
error variance (table not shown), the median d iffe r­
ences fo r m inority students were -.00, -.03, -.01, and 
-.01, respectively. The median differences fo r white 
students were .0 0 , - .0 0 , - . 0 0 , and - .0 0 , respectively. 
Therefore, the alternative prediction methods tended 
to increase prediction error variance fo r both m inority 
students and for white students.

In summary, none of the fou r a lternative prediction 
m ethods reduced p red ic tion  bias fo r rac ia l/e thn ic  
groups in more than a small m ajority o f colleges; in 
fact, the 8 V alternatives increased prediction bias in a 
small m ajority of colleges. Moreover, none of the 
alternative prediction  methods reduced MSE in a 
m ajority of colleges. Finally, all four a lternative predic­
tion methods tended to increase error variance.

TABLE 8

Distribution of Cross-Validated MSE Across Colleges, 
by Racial/Ethnic Subgroup and Prediction Method

Racial/ethnic
subgroup Quantile

Prediction method

8 V-TG 8 V-DV 8 V-SG 2V-DV 2V-SG

M inority Min. . 2 2 . 2 0 .24 . 2 2 .2 1

Qi .43 .45 .47 .44 .45
Med. .53 .54 .57 .54 .53
q 3 .6 8 .64 .72 .61 .64
Max. .99 1.17 2.03 1.25 1.39

White Min. .2 1 . 2 2 . 2 2 .2 1 .2 1

Qi .39 .40 .39 .39 .39
Med. .50 .51 .51 .51 .51
Qa .64 .64 .63 .64 .64
Max. 1.03 1 . 1 0 1.09 1.07 1.07
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Age

The d istribu tion o f cross-validated BIAS across co l­
leges in Data Set C (Age) is summarized in Tables 10 
and 11. The d is tribu tion  of cross-validated MSE is 
summarized in Tables 12 and 13.

Bias. Table 10 shows that the grade averages of older 
students were typ ically underpredicted by the standard 
8V-TG equations, and often to  a substantial degree. 
The quartiles o f BIAS fo r th is subgroup and prediction

method were -.33, -.20, and -.08. The grade predic­
tions fo r students age 17-19 typ ica lly  had biases of 
smaller magnitude.

Table 10 shows that the alternative prediction methods 
tended to reduce the extreme positive values o f BIAS 
fo r students age 17-19, and to  increase the extreme 
negative values. For older students, the alternative 
prediction methods reduced the extreme negative 
values of BIAS and increased the extreme positive 
values.

TABLE 9

Distribution of Differences in Cross-Validated MSE 
Across Colleges, by Racial/Ethnic Subgroup

Racial/ethnic Range in MSE(8V-TG)
subgroup________ difference________ -  MSE(8V-DV)
M inority less th a n -.04 .17

-.04 to  -.01 .26
-.01 to  .00 .11

.00 to .01 .13

.01 to .04 .17

.04 or more .15

White less than *.04 .04
-.04 t o -.01 .11
-.01 to  .00 .43

.00 to .01 .26

.01 to .04 .12

.04 or more .04

MSE(8V-TG) MSE(8V-TG) MSE(8V-TG) 
-  MSE(8V-SG) -  MSE(2V-PV) -  MSE(2V-SG)

.43 .12 .23
.20 .32 .21
.09 .1 1 .09
.04 .13 • .13
.15 .16 .17
.09 .16 .17

.08 .02 .04

.13 .25 .23

.37 .33 .30

.27 .20 .25

.12 .18 .16

.03 .02 .03

TABLE 10

Distribution of Cross-Validated BIAS Across Colleges, 
by Age Subgroup and Prediction Method

Age
subgroup Quantile

Prediction method

8 V-TG 8 V-DV 8 V-SG 2V-DV 2V-SG

Age 17-19 Min. -.34 -.48 -.49 -.41 -.42
Qi - . 0 1 -.08 -.08 -.07 -.07
Med. .06 . 0 2 . 0 2 .0 2 . 0 2

0 3 .14 .1 1 .1 1 .1 1 .1 1

Max. .57 .39 .39 .37 .37

Older Min. -.89 -.72 -.78 -.77 -.63
Q, -.33 -.14 -.15 -.17 -.16
Med. - . 2 0 -.05 -.03 -.03 -.04
Q 3 -.08 .12 .11 .12 .09
Max. .30 .56 .49 .56 .48

11



The d istribu tions of differences in squared BIAS be­
tween 8 V-TG and the alternatives are shown in Table
11. All the alternative prediction methods reduced 
squared BIAS in a m ajority o f colleges. For students 
age 17-19, they reduced squared BIAS in 55%-61% of 
the colleges. For o lder students, they reduced squared 
BIAS in 64%-70% of the colleges, and in about a th ird 
of the colleges they reduced squared BIAS by .04 or 
more.

MSE. In the d istribu tion  of B IAS2/M SE fo r students 
age 17-19 (table not shown), the quartiles were .00, .02,

and .05. For o lder students, the quartiles were .03, .06, 
and .13. Thus, a lthough pred iction  bias was a more 
s ign ificant source of prediction error among older 
students than among students age 17-19, in both 
subgroups error variance accounted fo r a larger pro­
portion of mean squared error than did bias.

Table 12 shows that the 8 V-TG MSE fo r o lder students 
(median -  .78) was considerably larger than that for 
students age 17-19 (median = .55). The alternative 
p red ic tion  m ethods tended to reduce s lig h tly  the 
median MSE fo r o lder students, but did exaggerate the

TABLE 11

Distribution of Differences in Cross-Validated Squared 
BIAS Across Colleges, by Age Subgroup

Age
subgroup

Range in 
difference

BIAS2(8V-TG)
-B IA S 2(8V-DV)

BIAS2(8V-TG) 
-  BIAS2(8V-SG)

BIASa(8V-TG) 
-  BIAS2(2V-DV)

BIAS2(8V-TG) 
-  BIAS2(2V-SG)

Age 17-19 less than -.04 . 0 2 .04 .0 1 .0 1

-.04 to -.01 . 1 0 .06 . 1 0 . 1 0

- . 0 1  to . 0 0 .27 .34 .28 .28
. 0 0  to .0 1 .43 .38 .41 .45
.01 to  .04 . 1 2 .1 1 .14 .1 1

.04 or more .05 .06 .06 .05

Older less than -.04 . 1 2 .16 . 1 2 .18
-.04 to  -.01 . 1 2 . 1 2 .14 .08
- . 0 1  to . 0 0 .07 .07 .03 .03

. 0 0  to .0 1 . 1 2 .09 .13 .1 1

.01 to .04 .19 .2 1 .2 1 .25

.04 o r more .37 .34 .36 .34

TABLE 12

Distribution of Cross-Validated MSE Across Colleges, 
by Age Subgroup and Prediction Method

Age
subgroup Quantile

Prediction method

8 V-TG 8 V-DV 8 V-SG 2V-DV 2V-SG

Age 17-19 Min. .26 .27 .27 .25 .26
Q, .46 .46 .46 .46 .46
Med. .55 .56 .55 .55 .55

Q3 .67 . 6 8 .70 . 6 6 . 6 6

Max. 1.18 .99 1.05 .98 1 . 0 0

Older Min. .23 .23 .24 .24 .23
Q, .67 .65 .65 .64 .67
Med. .78 .75 .78 .75 .76

q 3 1 .0 1 .97 1.07 1 . 0 0 .98
Max. 1.31 1.59 2.58 1.59 1.69
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extreme upper values. For example, using the 8 V-DV 
predictions reduced the median MSE to .75, but in­
creased the maximum MSE from  1.31 to 1.59.

Table 13 shows that the 8 V-DV and 2V-DV predictions 
reduced MSE fo r o lder students at 69% and 64% of 
colleges, respectively. The 8 V-SG and 2V-SG predic­
tions reduced MSE at only 47% and 55% of colleges, 
respectively. In the d is tribu tions of the difference be­

tween 8 V-TG  e rro r va riance and 8 V-DV, 8 V-SG, 
2V-DV, and 2V-SG error variance fo r o lder students 
(table not shown), the medians were - .0 0 , - .0 2 , - .0 0 , 
and -.01, respectively. These results, along w ith those 
in Table 11, suggest that the 2V-DV predictions did not 
reduce error variance, as m ight be thought, but instead 
reduced MSE by reducing prediction bias. A sim ilar 
result is true of students age 17-19.

TABLE 13

Distribution of Differences in Cross-Validated MSE 
Across Colleges, by Age Subgroup

Age Range in MSE(8V-TG) MSE(8V-TG) MSE(8V-TG) MSE(8V-TG)
subgroup difference -  MSE(8V-DV) -  MSE(8V-SG) -  MSE(2V-DV) -  MSE(2V

Age 17-19 less than -.04 . 0 2 .09 . 0 2 .05
-.04 to  -.01 . 1 2 .08 .17 . 2 0

- . 0 1  to  . 0 0 .25 .23 .33 .31
. 0 0  to .0 1 ,35 .38 .08 .05
.01 to .04 . 2 0 .16 .29 .29
.04 or more .05 .05 .1 1 .09

Older less than -.04 .18 .38 .16 .24
-.04 to -.01 .08 . 1 2 . 1 0 .1 2

- . 0 1  to . 0 0 .05 .04 .08 .08
. 0 0  to .0 1 .14 .04 .09 . 1 0

.01 to .04 .2 1 . 1 2 .25 .1 1

.04 or more .34 .31 .30 .34

The Relationship Between Prediction Accuracy and 
Other Statistical Characteristics of Institutions

We have seen that the alternative prediction methods 
considered in this study were moderately successful in 
reducing BIAS and MSE fo r age subgroups, m argin­
ally successful fo r sex subgroups, and m ostly unsuc­
cessful fo r racia l/e thnic subgroups. In a first step 
toward explain ing these results, we determ ined the 
statistical characteristics of colleges associated with 
d ifferent levels of prediction accuracy. The fo llow ing 
base year statistics, in various com binations, were 
studied:

•  Base year sample sizes fo r the subgroups (BASEN). 
These variables are related to  sam pling error in 
estim ating regression coefficients, and therefore to 
prediction error variance. Base year sample sizes 
cou ld  also be proxy variables fo r the characteristics 
of students who enroll at d ifferent types o f colleges.

•  Error variance index (VINDX). We used the fo llow ­
ing  e s tim a te  o f the  p re d ic tio n  e rro r va riance  
(Browne, 1975):

w i M r w / \  (n+l)(n-p)
VINDX(i) = -n'|(n̂ 2) S,»

where ^  is the base year sample size fo r Subgroup 
i, p is the num ber of p redictors and S |2 is the usual 
unbiased estimate fo r the residual variance fo r 
Subgroup i.

•  D ifferential prediction bias index (DPINDX). An 
intu itive ly appealing and com m on quantifica tion of 
differential prediction fo r a subgroup is the d iffer­
ence between the tota l g roup and subgroup predic­
tions at the subgroup mean. Specifically, let YTG(i) 
and YSG(i) be the means of the total group and
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separate subgroup predictions in the base year data 
fo r Subgroup i. The difference

DPINDX(i) =Y TG (i) -  YSG(i)

was used as an index of prediction bias fo r Sub­
group i.

To determ ine the effect o f changes in grading prac­
tices on prediction accuracy, we also considered the 
difference in mean grade average ( AY). This variable 
is the difference between the cross-validation year and 
base year mean grade averages at a college:

AY(i) = Cross-validation year Y(i) -  Base year Y(i).

Positive values of AY(i) correspond to a trend o f h igher 
grades over time. This variable was calculated fo r 
every subgroup (i).

The variables BASEN, DPINDX, and VINDX are institu­
tional characteristics com putable from  base year data. 
Institutions could, therefore, use these variables to 
p red ic t the benefit o f inco rp o ra ting  dem ograph ic  
in form ation in their predictions. The variable A Y 
cannot, o f course, be used this way; but, as will be 
evident, it is a more im portant determ inant o f cross­
validated prediction accuracy than the base year sta­
tistics.

Other variables reflecting changes in the jo in t d is tribu­
tion of predictor variables and grades, such as changes 
in mean ACT Com posite or HSA, could also poten­
tia lly  be related to prediction accuracy. These relation­
ships could be caused by differences in predictive 
valid ity among students with d ifferent ability  levels, or 
they could be proxies fo r relationships between the 
cross-validation statistics and other, unspecified var­
iables. In either case, these relationships are likely to 
be much weaker than the relationship between predic­
tion accuracy and A Y. In view o f the d ifficu lty  and 
expense of co llecting data on and com puting these 
other change variables, the analyses were restricted to 
the four institutional statistics BASEN, VINDX, DPINDX, 
and AY defined above. These fou r variables were 
calculated fo r every subgroup in the three data sets. 
Their d istributions are summarized in Table 14.

BIAS

At a college where ACT score and high school grade 
means are stable over time, the expected value of BIAS 
fo r the 8 V-TG predictions fo r Subgroup i is equal to 
E [D P IN D X(i)]-E [ AY(i)]. We therefore modeled ob­
served BIAS as:

BIAS = a + b-DPINDX + c- AY + error,

where one would anticipate the constant b to  be 
positive and the constant c to  be negative. In the fitting

this model all variables were standardized to  have 
mean 0 and variance 1. This was done so that regres­
sion coeffic ients fo r DPINDX and AY could be directly 
compared. BASEN was used as a th ird  explanatory 
variable in the model fo r o lder students, as pre lim inary 
analyses had suggested that BASEN and BIAS were 
strongly related fo r this particular subgroup.

To prevent outlier observations from  unduly in fluenc­
ing the estimated regression coefficients, observations 
w ith large Cook D statistic values (Cook, 1977) were 
elim inated from  the analyses. Observations were elim ­
inated when they fell outside the 2 0 % confidence 
contours associated w ith the estimated regression 
coeffic ient vectors. About 3-6 cases were deleted from  
the various data sets.

The regression coeffic ients are displayed in Table 15. 
The positive signs fo r the regression coeffic ients for 
DPINDX show that prediction biases observed in the 
base year data tended to carry over, though in d im in­
ished relative m agnitude, to fu ture  classes. The nega­
tive signs of the regression coeffic ients fo r AY reflect 
the fact that increases in mean grade average over 
tim e at a college tend to result in systematic under­
prediction. The m agnitudes of the coeffic ients fo r AY 
and DPINDX suggest that on a standard deviation 
basis, a given change in mean grade average typ ica lly 
results in more change in prediction  bias than does a 
com parable change in differentia l prediction. These 
two different kinds of prediction bias do, of course, 
have d ifferent effects on individual students; therefore, 
the practical sign ificance o f these results w ill depend 
on particular characteristics of a co llege ’s adm issions 
and counseling procedures. The BASEN regression 
coeffic ient fo r o lder students suggests that under­
prediction of their grades is greatest at large institu ­
tions.

A change in the mean freshman grade average at a 
college need not by itself cause prediction bias if there 
were a corresponding change in AC T scores and high 
school grades. The m agnitudes of the regression 
coeffic ients fo r AY in Table 15 suggest, though, that 
changes in mean grade average are not linked to 
changes in the p red ic to r variab le means. Various 
explanations cou ld  be made o f the causes of AY in this 
context. Tw o plausible in terpretations are that AY  
represents a change in institutional grading standards, 
or that AY is a result of changes in the freshman 
curriculum . D ifferent interpretations would likely be 
applicable at d ifferent institutions.
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TABLE 14

Distribution of Institutional Characteristics, 
by Subgroup

Subgroup Statistic BASEN

Institutional characteristic
VINDX DPINDX AY

Sample
size

Female Min. 25 .09 -.25 -.81 172
Qi 71 .29 -.08 -.17
Med. 1 2 0 .37 -.05 -.06
q 3 236 .48 -.03 .04
Max. 1691 1 . 2 0 .16 .33

Mean 229 .41 -.05 -.07
SD 288 .18 .06 .18

Male Min. 27 .07 -.13 -.46 170
Qi 67 .34 .03 - . 1 0

Med. 109 .45 .06 - . 0 0

Qa 213 .58 .09 .09
Max. 1430 2.05 .27 .61

Mean 204 .50 .06 . 0 0

SD 245 .25 .06 .18

M inority Min. 26 .16 -.18 -.73 89
Qi 45 .47 - . 0 0 -.17
Med. 63 .56 .09 - . 0 1

q 3 119 .69 .14 .16
Max. 496 1.41 .48 .70

Mean 97 .60 .08 -.03
SD 85 .2 1 . 1 2 .28

White Min. 37 . 2 2 -.17 -.40 99
Q, 195 .37 -.03 - . 1 0

Med. 466 .45 - . 0 1 -.03
Q 3 891 .55 . 0 0 .09
Max. 2806 1.16 . 1 2 .41

Mean 633 .49 - . 0 2 - 0 1

SD 598 .17 .04 .17

Age 17-19 Min. 38 .23 -.03 -.40 83
Q, 245 .41 .0 1 - . 1 2

Med. 458 .49 . 0 2 -.04
Q3 762 .60 .06 .09
Max. 3079 1 . 1 0 .33 .39

Mean 682 .54 .05 - . 0 2

SD 681 . 2 0 .06 . 1 2

Older Min. 25 . 2 2 -.52 - . 6 8 70
Qi 48 .64 -.26 -.15
Med. 84 .79 -.18 .03
Q3 127 1.06 -.08 .13
Max. 320 2 . 0 2 .34 .95

Mean 105 .84 -.16 .03
SD 71 .33 .14 .28
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TABLE 15

Regression Coefficients (and p-values) Associated With Multiple
Regression of BIAS(8V-TG) on DPINDX and AY, by Subgroup

Subgroup
Institutional characteristic Multiple

R
Sample

sizeBASEN DPINDX AY

Female — .30 -.89 . 8 8 166
( < . 0 0 0 1 ) (<  .0 0 0 1 )

Male ___ .37 -.84 .81 167
( < . 0 0 0 1 ) ( < . 0 0 0 1 )

M inority ------ .51 -.82 .80 8 6

(C .0 0 0 1 ) ( < . 0 0 0 1 )

White ___ .18 -.91 .90 96
{<  .0 0 0 1 ) ( < . 0 0 0 1 )

Age 17-19 ------ .23 -.89 .83 78
(.0 0 2 ) « . 0 0 0 1 )

Older - . 2 2 .40 -.81 .85 64
(.007) ( < . 0 0 0 1 ) ( < . 0 0 0 1 )

Note. These coefficients pertain to models with standardized variables (z-scores}.

MSE

Regression models were also computed w ith MSE as 
the dependent variable:

MSE(i) = a + b-BASEN(i) + c-VINDX(i)
+ d-DPINDX(i) ^e -[D P IN D X (i) ] 2 

+ f ■ AY (i) + g-[ AY(i) ] 2

As in the analysis of BIAS, all variables were stan­
dardized to have mean 0  and variance I^ B o th  linear 
and quadratic terms fo r DPINDX and AY were used 
because prelim inary analyses revealed that doing so 
considerably improved the fit o f the models. The 
quadratic terms fo r AY and DPINDX are the squares of

the respective standardized variables.

The resulting coeffic ients and the ir associated sign ifi­
cance levels are shown in Table 16. Am ong all sub­
groups AY and VINDX were the tw o strongest pre­
dictors of MSE; this is consistent w ith the result noted 
earlier that AY was the most im portant p red icto r of 
BIAS, but that error variance accounted fo r a larger 
proportion of MSE than pred icto r bias. Using the 
regression coeffic ients in Table 16 to plot MSE against 
AY shows that larger than average MSEs were asso­
ciated with decreases in mean freshman grade aver­
age and that s ligh tly smaller than average MSEs were 
associated with increases in mean freshman grade average.

Predicting Gains in Prediction Accuracy

The final stage of the analysis involved determ ining the 
statistical characteristics of institutions at which the 
alternative prediction methods led to gains in predic­
tion accuracy. The four institutional characteristics 
BASEN, VINDX, DPINDX, and AY were used as 
predictors of the differences in squared BIAS shown in 
Tables 3, 7, and 11 ( AB IAS2) and of the d ifferences in 
MSE shown in Tables 5, 9, and 13 ( A MSE).

A BIAS2

At a college where AC T score and high school grade

means are stable over time, the expected value of 
AB IAS 2 is equal to  E [DPINDX 2]-2E [D PIN D X- AY], We 
therefore developed regression models fo r A BIAS 2 

with linear terms fo r BASEN and VINDX, linear and 
quadratic term s fo r DPINDX and AY, and the cross- 
p roduct term DPINDX- AY. As in the analyses of BIAS 
and MSE, outlier observations were deleted whenever 
the ir Cook D statistic values were associated w ith a 
confidence contour of .20 or higher. To make the 
samples fo r the alternative prediction methods identi­
cal, outlier observations deleted from  the analysis for 
one prediction method were deleted from  the analyses 
for all the other prediction methods.
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TABLE 16

Regression Coefficients (and p-values) Associated With Multiple
Regression of MSE(8V-TG) on Four Institutional Characteristics

Subgroup

Institutional characteristic

Multiple
R

Sample
size

BASEN
(Z)

VINDX
(Z)

DPINDX
(Z) (Z2)

AY 
(Z) (Z2)

Female .0 1 .54 -.07 -.01 -.41 .09 .71 172
( 8 6 ) ( < . 0 0 0 1 ) (.34) ( < . 0 0 0 1 )

Male .0 1 . 6 6 .13 -.10 -.32 .09 . 6 6 168
(.84) (<  .0 0 0 1 ) (.0 0 1 ) ( < . 0 0 0 1 )

M inority .16 .51 .15 -.00 -.35 .09 .61 87
(08) « . 0 0 0 1 ) (.29) (.0008)

White - . 0 1 .57 -.06 . 0 2 -.49 .13 .73 98
(.85) K .0 0 0 1 ) (.47) ( < . 0 0 0 1 )

Age 17-19 .04 .55 .04 .07 -.43 .12 .83 82
(.70) ( < . 0 0 0 1 ) (■03) (C .0 0 0 1 )

O lder .18 .53 -.21 .09 -.22 .03 .71 6 8

(.1 0 ) (<  .0 0 0 1 ) (.05) (.1 1 )

Note. These coefficients pertain to models with standardized variables (z-scores).

All the regression models had high to very high levels 
of fit. For all subgroups except whites and older 
students, the simple model

ABIAS 2 = a + b-DPINDX2 + c-DPINDX* AY + error

fit nearly as well as the fu ll model described in the 
preceding paragraph; therefore, the results are dis­
cussed in the context of simple models. For whites, the 
coeffic ient fo r DPINDX 2 was statistically insign ificantly 
d ifferent from  0  (p >  .2 0 ) in the fu ll data set; but 
deleting outliers led to negative values of the coef­
ficient. Therefore, we used only the cross-product 
term to predict AB IAS 2 fo r white  students. For o lder 
students, BASEN was statistically s ign ificant (p <  .004) 
and was therefore included in the model. The regres­
sion statistics are displayed in Table 17.

The prim ary purpose of these analyses was to deter­
mine cond itions under which AB IAS 2 could be ex­
pected to be strongly positive, strongly negative, or 
near 0 . Therefore, the regression coeffic ients in Table 
17 pertain to  nonstandardized (raw) scores, rather 
than to standardized (z-) scores.

The large magnitudes and negative signs fo r coef­
ficients of the cross-product term im ply that the a lter­
native prediction methods were most successful in 
reducing squared BIAS when DPINDX and AY had 
opposite signs. A fu rther im plica tion is that even when

DPINDX is large in magnitude, the alternative predic­
tion methods can be ineffective or even counter­
productive in reducing squared BIAS and DPINDX 
have the same sign. This w ould occur when mean 
grade averages shift in the opposite d irection from  the 
adjustment implied by an alternative prediction method. 
In predicting the grade averages of males, fo r example, 
DPINDX is typ ically positive, and the alternative pre­
d iction methods result in lower predicted grade aver­
ages than a total g roup equation; if the mean grade 
averages of males increase over time, though, one 
would have been better o ff using the tota l g roup equa­
tion.

Figure 1 is a con tour p lo t fo r predicted values of 
A BIAS2(8 V-DV) fo r o lder students, given values of 
DPINDX and AY. The various co lors correspond to 
ranges in the predicted values o f ABIAS2. For example, 
the dark green regions correspond to values of DPINDX 
and AY in w hich the predicted value of AB IAS 2 is 
greatest; the light green regions correspond to pre­
dicted values of AB IAS 2 that are small, but positive; 
and the red regions correspond to negative predicted 
values of ABIAS2. Note that in the green regions, 
DPINDX and AY tend to have opposite  signs, but in 
the red regions, they have the same sign; this reflects 
the im portance of the cross-product term  in predicting 
AB IAS2.
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TABLE 17

Regression Coefficients Associated With Multiple
Regression of A BIAS2 on Institutional Characteristics

Subgroup
Prediction

method Intercept DPINDX2 DPINDX- AY BASEN SEE
Multiple

R
Sample

size

Female 8 V-DV . 0 0 1.47 -1.35 — .015 .79 162
8 V-SG . 0 0 1.47 -1.44 — .017 .76
2V-DV . 0 0 .70 -1.04 — .018 .75
2V-SG . 0 0 .73 -1.07 — .018 .76

Male 8 V-DV - . 0 0 1.04 - 1 . 6 6 — .017 . 8 8 161
8 V-SG - . 0 0 1 . 0 2 -1.75 — . 0 2 2 .82
2V-DV - . 0 0 .74 -1.04 — . 0 2 0 .82
2V-SG - . 0 0 .74 - 1 . 1 2 — . 0 2 2 .80

M inority 8 V-DV . 0 0 1.04 -1.69 — .019 .89 81
8 V-SG . 0 0 . 8 8 -1.55 — . 0 2 0 . 8 6

2V-DV . 0 0 .91 -1.52 — .018 .90
2V-SG . 0 0 .87 -1.57 — . 0 2 0 . 8 8

White 8 V-DV - . 0 0 — -1.37 — .003 . 8 6 82
8 V-SG - . 0 0 — -1.45 — .003 .85
2V-DV - . 0 0 — -1.26 — .004 .76
2V-SG - . 0 0 — -1.32 — .004 .76

Age 17-19 8 V-DV . 0 0 .94 -1.17 — .007 .75 6 8

8 V-SG . 0 0 .99 -1.07 — .007 .73
2V-CV . 0 0 . 8 6 -1.19 — .007 .75
2V-SG . 0 0 .85 -1.15 — .007 .77

O lder 8 V-DV - . 0 2 .79 -1.23 . 0 0 0 2 0 .046 . 8 8 62
8 V-SG -.03 .90 -1.39 .00027 .061 .85
2V-DV - . 0 2 .71 - 1 .2 1 . 0 0 0 2 2 .052 .85
2V-SG -0 3 .84 -1.28 .00025 .056 . 8 6

Note. All coefficients for DPINDX3 and DPINDX- A Y are statistically significant (p <  .0001). The coefficients for BASEN are statistically 
significant (p <  .004).

Each dot in Rgure 1 represents the ordered pair 
(DPINDX, AY) fo r a college in the sample. The 
d is tribu tion  o f dots in Figure 1 shows that at most 
colleges, DPINDX fo r o lder students was negative, but 
that this fact did not guarantee that separate subgroup 
predictions would reduce prediction bias: for, at some 
colleges (in the red regions) large negative values of 
AY resulted in negative values of ABIAS2. On balance, 
though, more colleges were in the green regions than 
in the red regions, and therefore, at most colleges, 
separate subgroup prediction equations led to reduc­
tions in prediction bias fo r o lder students.

Figure 2 is a sim ilar p lo t fo r m inority students. Note 
that at most colleges DPINDX fo r m inority students 
was positive, but that positive values of AY resulted in 
negative values of A BIAS2. On the whole, a much 
larger proportion of colleges lie in the red regions of

Figure 2 than in the red regions of Figure 1. This 
corresponds to the poorer perform ance of separate 
subgroup predictions fo r m inority  students than for 
o lder students.

A MSE

Regression models o f the form

AMSE = a + b-BASEN + c-VlNDX + d*DPINDX 
+ e*(DPINDX)a_+ f* AY + g-( AY ) 2 

+ h-DPINDX'AY + error

were fit to the cross-validation statistics fo r the co l­
leges in the d ifferent samples. As in the regression 
analyses of ABIAS2, outlier observations were deleted, 
and regression models fo r the four alternative predic­
tion methods were developed from identical samples.
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Figure 1. Predicted values of ABIAS2(8 V-DV), given DPINDX and AY for older students.
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The resulting regression coeffic ients are displayed in 
Table 18. For all subgroups and prediction methods, 
only a few  regression coeffic ients in the fu ll model 
were statistically sign ificant (p <  .05). The coefficients 
in Table 18 pertain to  models in which only the 
variab les w ith  num erica l coe ffic ien ts  are present; 
dashes fo r a regression coefficient indicate that the 
corresponding variable was om itted from  the model.

For nearly every com bination of subgroup and predic­
tion method, the regression coeffic ient fo r the cross- 
p roduct term  was the largest and had the lowest 
p value. DPINDX or its square was usually the second

largest and had the second lowest p value. VINDX was 
of moderate im portance in a few instances fo r males 
and m inority students, and BASEN was of moderate 
importance for o lder students. The m ultiple correla­
tions associated w ith all these models were consider­
ably sm aller than the corresponding m ultiple correla­
tion fo r predicting ABIAS2. These results suggest that 
the institutional characteristics considered in this study 
affect AMSE prim arily th rough  ABIAS2, and that there 
are o ther factors, not considered in this study, that are 
related to AMSE. It is not known what these other 
factors are.

Conclusions

In predicting college freshman grade average from  
ACT test scores and self-reported high school grades, 
prediction bias caused by differential prediction among 
student populations is dom inated by prediction bias 
caused by changes over time in colleges’ grading 
practices. Moreover, squared prediction bias, from 
whatever source, is typ ica lly  much smaller than error 
variance in its contribution to mean squared error.

Dum m y variable and separate subgroup equations 
based on age are typ ica lly  effective in reducing both 
cross-validated prediction bias and mean squared 
error. D um m y variable and separate subgroup equa­
tions based on sex are m arginally effective in reducing 
prediction bias and mean squared error. Using dum m y 
variable and separate subgroup equations based on 
race is more often than not counter-productive in 
reducing bias and mean squared error.

The sim pler methods fo r using dem ographic inform a­
tion in prediction (dummy variable instead of separate 
subgroup equations; two predictor variables instead of 
eight predictor variables) are usually more effective 
than the more com plex methods. In particular, eight- 
variable separate subgroup equations often result in 
less accurate prediction than the other alternatives. 
This is not to say that separate subgroup analyses 
should never be done; on the contrary, they very often 
provide useful descriptive information about student 
populations. They are generally less effective in predic­
tion, though, than dummy variable equations.

Follow ing are recom m endations fo r the student popu­
lations we investigated:

•  Females: Using dum m y variable predictions w ill 
more often than not reduce the underprediction for 
females and reduce mean squared error. Greater 
reduction in prediction bias occurs at colleges 
where mean grades are increasing or stable over 
time, and where the DPINDX statistic suggests

more than the average am ount of underprediction 
fo r females.

•  Males: Using dum m y variable predictions typ ically 
w ill s lightly reduce overprediction fo r males. Great­
est im provem ent occurs at colleges w ith larger than 
average DPINDX values and where mean grades 
are stable or decreasing over time. Separate sub­
g ro u p  p re d ic tio n  equa tions  fo r males are not 
recommended.

•  M inority students (blacks and Chicanos): None of 
the alternative methods is particularly successful in 
reducing prediction bias in colleges generally, and 
all the alternative methods tend to  increase MSE. At 
colleges with stable mean grades over time and with 
DPINDX statistics that suggest very strong over­
prediction fo r minorities, the alternative prediction 
m ethods do tend to reduce prediction bias. Other­
wise, none of the alternative methods is to be 
preferred over the total group predictions.

•  Whites: Since white students are a large majority, 
bias in the ir predicted grade averages is very small 
to  begin with. The alternative prediction methods 
are typ ica lly  unsuccessful in reducing prediction 
bias and MSE.

• S tuden ts  age 17-19: The a lterna tive  p red ic tion  
methods are able to  reduce the overprediction of 
the grade averages of trad itiona l-age  students, 
especially at colleges w ith stable o r decreasing 
mean grades and with DPINDX statistics that sug­
gest strong overprediction fo r this group. Since 
traditional-age students are a large majority, though, 
the am ount of overprediction is small.

•  O lder students: The standard 8 V-TG predictions 
typ ica lly  underpredict the grades of o lder students. 
The alternative methods are usually successful in 
reducing the underprediction and in reducing mean 
squared error, particularly at colleges with large 
DPINDX values and stable or increasing grades. 
They are most successful when the base sample
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TABLE 18

Regression Coefficients (and p-values) Associated With Multiple
Regression of A MSE on Institutional Characteristics

Subgroup
Prediction

method Intercept BASEN VINDX DPINDX DPINDX2 DPINDX AY SEE
Multiple

R
Sample

size

Female 8 V-DV . 0 0 — — — .82 -1.18 .017 .67 153
(-08) (<  .0 0 0 1 ) (<  .0 0 0 1 )

8 V-SG - . 0 0 — — — .41 -1.09 .034 .40
(-04) (.14) (<  .0 0 0 1 )

2V-DV . 0 0 — — — .38 -  .74 .030 .43
(.0 1 ) (.003) (<  .0 0 0 1 )

2V-SG . 0 0 — — — .30 -  . 6 8 .003 .37
(03) (03) (<  .0 0 0 1 )

Male 8 V-DV - . 0 1 — . 0 2 — 1.60 -1.99 .027 .79 153
( 0 1 ) (.06) (<  .0 0 0 1 ) (<  .0 0 0 1 )

8 V-SG . 0 2 — -.08 — .64 - 2 .1 1 .076 .53
(.18) (.0 0 2 ) (.33) (<  .0 0 0 1 )

2V-DV - . 0 2 — .05 — 1 . 1 2 -1.46 .044 .64
(.008) (.0 0 2 ) (<  .0 0 0 1 ) (<  .0 0 0 1 )

2V-SG - . 0 2 — .03 — .64 -1.58 .056 .54
(.08) (07) ( 0 2 ) (<  .0 0 0 1 )

Minority 8 V-DV . 0 0 — - . 0 0 — 1.15 - 2 .0 1 .029 .83 77
(.8 6 ) (.85) (<  .0 0 0 1 ) (<  .0 0 0 1 )

8 V-SG .06 — -.15 — .73 -1.36 .063 .51
(.0 2 ) (.0003) (06) (.0005)

2V-DV . 0 0 — - . 0 0 — .95 -1.58 .034 .71
(.77) (.8 8 ) (<  .0 0 0 1 ) (<  .0 0 0 1 )

2V-SG . 0 2 — -.03 — .90 -1.57 .047 .58
(.34) (.43) (.0 0 1 ) (<  .0 0 0 1 )

White 8 V-DV - . 0 0 — — — — -1.45 .008 .63 83
(.2 2 ) (<  .0 0 0 1 )

8 V-SG - . 0 0 — — — — -1.42 . 0 1 1 .49
(.29) (<  0 0 0 1 )

2V-DV - . 0 0 __ — — — -1.57 .014 .44
(.05) ( < . 0 0 0 1 )

2V-SG - . 0 0 — — — — - 1 . 8 8 .016 .48
(.1 0 ) (<  .0 0 0 1 )

Age 17-19 8 V-DV - . 0 0 — — .09 — -1.07 .007 .74 69
(.6 6 ) ( < . 0 0 0 1 ) (<  .0 0 0 1 )

8 V-SG . 0 0 — — .08 — -  .97 .007 .71
(-95) (<  0 0 0 1 ) ( < . 0 0 0 1 )

2V-DV . 0 0 — — .09 — -1.16 .007 .77
(.90) ( < . 0 0 0 1 ) (<  .0 0 0 1 )

2V-SG . 0 0 __ — .08 — - 1 . 1 0 .007 .78
(.60) ( < . 0 0 0 1 ) (<  .0 0 0 1 )

Older 8 V-DV - . 0 1 .00019 — — .79 -1.24 .046 .87 64
(.08) (.005) ( < . 0 0 0 1 ) ( < . 0 0 0 1 )

8 V-SG -.04 .00031 — — .91 -1.35 .074 .80
(.005) (.005) ( < . 0 0 0 1 ) ( < . 0 0 0 1 )

2V-DV - . 0 1 . 0 0 0 2 1 — — .71 - 1 . 2 2 .052 .85
(.16) (.006) ( < . 0 0 0 1 ) ( < . 0 0 0 1 )

2V-SG - . 0 2 .00024 — — .84 -1.29 .056 .85
(.0 2 ) (.003) (<  .0 0 0 1 ) ( < . 0 0 0 1 )
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size fo r o lder students is larger than average (say, 
BASEN > 1 00 ).

In app ly ing these recom m endations at an institution 
one should, as was stated earlier, make certain that the 
intended uses of the predictions are educationally and 
e th ica lly  appropriate. One should also attem pt to

determ ine, from  DPINDX and from  local trends in 
grades, whether using dem ographic information would 
result in any practical increase in prediction accuracy. 
Finally, one should take into account any special local 
circum stances that could make the above recommen­
dations inapplicable.
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